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Abstract

In the audiovisual indexing context, we propose a system for
automatic association of voices and images. This associa-
tion can be used as a preprocessing step for existing appli-
cations like person identification systems. We use a fusion
of audio and video indexes (without any prior knowledge)
in order to make the information brought by each of them
more robust. If both audio and video indexes are correctly
segmented, this automatic association yields excellent re-
sults. In order to deal with oversegmentation, we propose
an approach which uses one index to improve the segmen-
tation of the other. We show that the use of the audio index
improves an oversegmented video index on a corpus com-
posed of French TV broadcasts.

1 Introduction
By analogy with textual documents which can be easier to
handle (storage, data mining, accessible by anybody, etc),
multi-media document treatment is only at its beginning.
For example, to find a video which contains the first steps
of Armstrong on the Moon (without prior information) is
rather critical. It would require to find semantics from the
video and/or the audio.

Many works were carried out on the audiovisual content
characterization, and particularly on person detection. The
majority of these studies are monomedia and allow the de-
tection of a person either by his visual appearance in a frame
(like a face) or by his voice.

On one hand, the image study is based on visual features,
like face detection (many applications are indexed in [1]),
or on costume detection [2]. On the other hand, the audio
analysis is based on homogeneous segments, which follow
a speaker segmentation via the Bayesian Information Crite-
rion (BIC) for example [3].

Sometimes, the objective is to improve exclusively
audio-based systems with video (like Automatic Speech
Recognition (ASR) [4]) or sometimes, it is the oppo-
site [5, 6].

More recent works start video content analysis by inte-
grating both audio and visual features, which are the two
inseparable parts of a video bitstream. Thus, an adaptive
speaker identification system that employs audiovisual cues
which is based on a probabilistic framework is proposed
in [7]. In [8], a rather similar approach based on confidence
values is presented. The goal of these applications is to find,
starting from voice and face models, in which sequences a
given person appears: each face is associated with a voice.

However, in some applications, this audio/video associ-
ation is not available. For example, in our case, we do not
have any prior model: they are computed on the fly, when
the persons appear. That is why, in this paper, we present a
framework for audio/video fusion in order to compute auto-
matically these association models. Our goal is not to im-
prove descriptor or segmentation method qualities: we use
the fusion of the audio and video indexes in order to make
the information brought by each of them more robust. This
work can be used before the preceding approaches (like a
pretreatment, for example): our goal is to merge and asso-
ciate effectively results (or indexes) of audio and video pa-
rameters of each person without any prior knowledge. The
interest of this work is multiple. On the one hand, the idea is
to limit analysis tool oversegmentation (audio and/or video)
and on the other hand to associate a voice to each visual
character.

First, we propose in section 2 a common index to com-
pare audio and video. Then, in section 3 we make a de-
scription of the automatic algorithm of voice/image associ-
ation. Finally, section 4 show experiments in order to val-
idate our audiovisual index merging. The corpus is com-
posed of French TV broadcasts (like TV games) and could
be generalizable with other broadcasts.



2 Common index for audio and video
In this section, we propose a common scheme for audio and
video indexes so that we can compare them. Moreover, we
present a general framework for audio and video fusion that
will be more detailed in section 3.

2.1 Drawback of existing applications
Some recent methods use both audio and video cues for
improving person identification [9, 10]. Their goal is to
identify persons using both visual features (the face is of-
ten used) and speech recognition. However, this processing
is carried out in video subsequences where both visual fea-
tures and speech are present, and the assumption that the
current voice corresponds to a visual feature in the frame is
made.

In real sequences, this hypothesis is often violated. It is
very common to find sequences where the appearing per-
sons do not speak during many frames (or many shots).
Moreover, it is also usual that the current voice belongs to a
person whose visual feature is not in the current frame. For
example, figure 1 presents the number of appearances of the
ten main characters in a TV talk show, for both audio and
video channels. We can see that these probability distribu-
tions are quite different for audio and video indexes, which
is involved by the violation of the usual assumptions. If
these assumptions were verified, the number of occurrences
of each character would be similar in the two indexes.

In our application, we propose to compute co-
occurrences between audio and video indexes, i.e. to com-
pute the intersection between these indexes. Then, from this
fusion we determine the matching between voices and im-
ages. This approach is well suited to take into account the
cases where the usual assumptions are not verified.

2.2 Comparison of audio and video indexes
When audio and video indexes are generated from different
applications, their structure can be quite different. For ex-
ample, video index can refer to frames or to shots, whereas
audio index can refer to speech segments. An example is
given in figure 2. So, a direct comparison of the two in-
dexes is not possible.

That is why we propose to use a common index, in order
to be able to directly compare audio and video. To make
easier statistic comparison between these indexes, we pro-
pose to use discrete indexes using frame by frame decom-
position. Both audio and video indexes are written frame
by frame, as shown in figure 3. To obtain this audio index
from a traditional audio index (as the one presented in fig-
ure 2), we convert each speech segment by computing the
frame which corresponds to the beginning of the segment,

as well as the one which corresponds to the end. To compute
them, we use the video frequency (25 Hz in our examples).
Then, the voice which is heard in this segment is associ-
ated to every frame of this subsequence. As an illustration,
the transformation of the indexes of figure 2 is given in fig-
ure 3. Using this normalization, a direct comparison is now
conceivable. It will be presented in next section.

3 Automatic matching of audio and
video

In some applications, as in [9], each voice must be associ-
ated with a visual feature, like a face. Actually, it is often
a hand-made association, computed with learning data. In
this section, we propose a framework to automatically real-
ize this association, using a statistical analysis of audio and
video indexes.

For the purpose of the presentation, we make the as-
sumption that indexes are perfectly segmented, i.e. there
is not oversegmentation. So, each character has only one
voice and exactly one visual feature. Moreover, each voice
is associated to exactly one face, and conversely. However,
in section 4, we will show a framework to deal with over-
segmentation.

3.1 Index intersection
First, we compute a matrix which represents the intersection
between audio and video indexes. We use the following
notations:

• na is the number of different voices in the audio index,

• nv is the number of different visual characters in the
video index,

• {Ai}i=1...na
is the set of voices of all the characters,

• {Vj}j=1...nv
is the set of visual features of each char-

acter.

To compute this intersection matrix, we go through the
two indexes, frame by frame. For each frame, if the voice
Ai is heard and the visual character Vj is present, the num-
ber of occurrences mij of the pair (Ai, Vj) is incremented.
Then, we obtain the following matrix:

m =

V1 V2 . . . Vnv

A1

A2

...
Ana











m11 m12 . . . m1nv

m21 m22 . . . m2nv

...
...

...
...

mna1 mna2 . . . mnanv











(1)

In this matrix, the value mij means that in all the frames
where the voice Ai is heard, the visual character Vj appears
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Figure 1: Number of frames for each character appearance, on a TV talk show.
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Figure 2: Direct comparison between audio and video indexes.

mij times. Conversely, in all the frames where the character
Vj is present, the voice Ai is heard mij times.

An intuitive idea would be to sort this matrix by rows
(or by columns). However, this solution is often wrong,
because it makes the assumption that while a voice is heard,
its corresponding visual feature is the most present in the
frames (sorting by rows). Sorting by columns would mean
that for each visual feature its corresponding voice is the
most heard while the feature appears.

In real TV shows, this assumption is often wrong. For
instance, in TV games or TV talk shows, the character who
speaks the most is usually the presenter. In this case, his
voice can be the most heard even when the players appear
on screen. Thus, even if this intersection matrix is interest-
ing for the fusion of audio and video, it cannot be directly
used. A postprocessing is required: it will be presented in
the next section.

3.2 Index fusion

With some special contents, like TV talk shows and TV
games, the matrix m can be directly read if we have some
prior information about the characters. For example, in a
TV talk show, if a character is assumed to be the presen-
ter, his voice is the most heard when he appears on screen
(which is wrong for a guest). Conversely, if the character
is assumed to be a guest, his visual feature is the most seen
while he is speaking (which is wrong for a presenter).

With real data, when there is no learning stage we can-
not have prior information about this “class” of characters,
which makes direct reading of the matrix m impossible be-
cause we cannot determine for each character if the matrix
must be sorted by rows or by columns. So, we propose in
this section to read m both by rows and by columns, and to
keep the most significant information.

To carry out this fusion, we compute two new matrices,
ma and mv , where the frame numbers are replaced with
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Figure 3: Normalization of the indexes of figure 2.

percentage by rows and by columns:

ma =

V1 V2 . . . Vnv

A1

A2

...
Ana









fa
11

fa
12

. . . fa
1nv

fa
21

fa
22

. . . fa
2nv

. . . . . . . . . . . .

fa
na1

fa
na2

. . . fa
nanv









100% (2)

mv =

V1 V2 . . . Vnv

A1

A2

...
Ana









fv
11

fv
12

. . . fv
1nv

fv
21

fv
22

. . . fv
2nv

. . . . . . . . . . . .

fv
na1

fv
na2

. . . fv
nanv









100%

(3)

Matrix ma gives the probability density of each voice Ai,
whereas mv gives the one of each visual feature Vj . From
these matrices, we define the fusion matrix F , by comput-
ing, for each pair (i, j), a fusion between fa

ij and fv
ij with

a fusion operator like maximum, mean or product. If we
note C(Ai, Vj) the fusion coefficient between Ai and Vj ,
expression of matrix F is given by:

F =









C(A1, V1) . . . C(A1, Vnv
)

C(A2, V1) . . . C(A2, Vnv
)

. . . . . . . . .

C(Ana
, V1) . . . C(Ana

, Vnv
)









(4)

This matrix F can be directly used to realize the associa-
tion. When the number of voices and visual features is the
same (na = nv), it is read equally by rows or by columns.
For instance, for each row i, we search the column j which
provides the maximum value: then the voice Ai is automat-
ically associated to the visual feature Vj .

In the next section, we present some experiments to illus-
trate this fusion algorithm. Moreover, we show how to deal
with videos where the numbers na and nv are different.

4 Experiments
To experiment this algorithm, we manually indexed audio
and video channels of a broadcast, and ran several exper-
imentations. In section 4.1 we present the corpus that we
used. Then, the experiments are divided in two parts. First,
in section 4.2 we show the results of audio/video associa-
tions with manual indexes. Then, section 4.3 deals with the
problem of oversegmentation.

4.1 Corpus
To estimate the accuracy of the fusion algorithm, we made
several tests on a french TV game. This game lasts thirty
one minutes, which provides 46 464 frames. The format of
this video is MPEG-1, with a frame size of 352 × 288. In
order to obtain the ground truth we manually indexed this
game by describing, in each frame, all the characters who
are present. This annotation was made in both audio and
video channels. For both channels, we used the same labels
to identify the characters. Finally, we obtained ten char-
acters who visually appear in the video, and eight voices.
This difference is due to two characters who never speak,
thus they cannot be associated to any voice.

Then, we use this annotated corpus for the evaluation
of our algorithm. First, we process these manual indexes
to check the results of the audio/video association. If the
association is perfect, each voice should be associated with
the visual feature having the same label.

Secondly, we process the manual audio index with an
automatically generated video index, and try to solve the
oversegmentation problem. Regarding the automatic video
index, we can find in literature many methods for video
segmentation [1]. In our application, we implement a cos-
tume segmentation, which produces the video index using
the clothes of the characters (for more details, the reader can
refer to [2]). The various characters of the manual index are
presented in figure 4.



char. 1 char. 2 char. 3 char. 4 char. 5

char. 6 char. 7 char. 8 char. 9 char. 10

Figure 4: Costumes of the main characters in the video se-
quence for the manual index. For each character who speaks
at least one time during the game, his corresponding voice
is associated.

costume 1 2 3 4 5 6 7 8 9 10
voice 1 2 3 4 5 6 7 - - 10

Table 1: Automatic voice/image association with the “prod-
uct” operator, for the two manual indexes.

4.2 Audio/video association
First, we only process the manual indexes, to check the au-
tomatic association. As each character has the same label
for audio and video indexes, each costume i should be as-
signed to the voice i. This first step is required, because
it would not be conceivable to use an algorithm on noisy
indexes if it does not work with perfect indexes.

We computed the matrix F , using the “product” as a fu-
sion operator. Figure 6 shows the value of F on this exam-
ple. As F is a square matrix (because the set of labels is the
same for both indexes), it could be read equally by rows or
by columns. In this case, we can use another approach: we
look for the maximum value in this matrix, which is 0.63
(line 6, column 6). Thus, the voice 6 is associated with the
costume 6. Then, we delete this row and this column, and
we repeat this search, to obtain another association, until
having an empty matrix. Results are given in table 1. We
can notice that each voice is correctly assigned to its corre-
sponding costume, and costumes 8 and 9 are not associated
to any voice (this was foreseeable because they corresponds
to characters who never speak).

4.3 Resolution of the oversegmentation prob-
lem

We presented in the previous paragraph two correctly seg-
mented indexes. We now replace one of them by an au-
tomatic index. If we take for example the costume index:
each character presents several models, as seen in figure 5.

char. 1 char. 2 char. 3 char. 4 char. 5

char. 6 char. 7 char. 8 char. 9 char. 10

char. 11 char. 12 char. 13 char. 14 char. 15

char. 16 char. 17 char. 18 char. 19

Figure 5: Costumes of the characters in the automatic video
index.

In [2], this problem was solved manually by affecting his
real name to each detected person. Thus, all models of the
same person were merged under the same label. With our
audio/video fusion algorithm, each costume model is asso-
ciated to the character voice which corresponds to him. The
idea is to use this information to propose an automatic fu-
sion of the oversegmented index. After computing matrix
F , given in formula (4), we obtain for each costume model
the name of the person who speaks during his appearance.

To test our fusion system on real data, we compute and
compare accuracy results on our corpus when the overseg-
mentation problem is solved manually and automatically.
We have two oversegmentation examples (noted index1 and
index2) resulting from the costume detection system [2], us-
ing different thresholds. In the index1, 19 different cos-
tumes are detected (they are shown in figure 5) and 32 in
the index2. For each of them, the corresponding fusion ma-
trix F is read by columns, in order to associate a voice to
each costume. The automatic associations (costume/voice)
are given respectively in tables 2 and 3.

In table 2, we can notice that costumes 5, 15 and 18 are
corresponding to the same voice: thus they will be grouped
(see figure 7). In some cases, no voice (noted “-” in previous
tables) is associated with some costumes: the costume is
regarded as “not assigned” (noted “NA”). In table 2, it is
the case for the costumes 11 and 16. However, the number
of NA is very weak, as seen in table 4. By using the same
evaluation method as [2], we obtain the results summed up
in table 4.



Fproduct =

































0.55 0.25 0.19 0.20 0.16 0.12 0.07 0.00 0.00 0.16
0.01 0.28 0.10 0.15 0.12 0.00 0.00 0.00 0.00 0.00
0.01 0.31 0.50 0.02 0.02 0.00 0.02 0.00 0.00 0.00
0.03 0.20 0.17 0.34 0.22 0.00 0.00 0.00 0.00 0.00
0.04 0.01 0.00 0.34 0.51 0.04 0.09 0.00 0.00 0.00
0.07 0.00 0.00 0.05 0.05 0.63 0.00 0.00 0.00 0.12
0.11 0.08 0.03 0.12 0.13 0.00 0.54 0.00 0.00 0.13
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.27 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.42

































Figure 6: Fusion matrix computed with the product operator, for the two manual indexes.

voice 1 2 3 4 5 6 7 10 -
costume 5,15,18 1,7 12,19 2 9,10 3,4,8,13,14 6 17 11,16

Table 2: Automatic voice/image association with the “product” operator, for the index1.

voice 1 2 3 4 5 6 7 10 -
costume 6,16,19,22,29,30 1,9 15 2,28 12,13,21,23,27 11 7,8,10,17,18,24 5,25 3,4,14,20,26,31,32

Table 3: Automatic voice/image association with the “product” operator, for the index2.

character 2

character 3 character 4

character 5

character 10

character 1

character 6

character 7

not assigned

Figure 7: Automatic fusion of the costumes which corresponds to the same character. The label “character 6” is associated
with the audience noise. That is why the audience members have the same label.

index fusion class 1 class 2 class 3 recognition errors false alarm detection NA
index1 manual 94.87 % 5.86 % 3.87 % 2.42 % 1.12 % -

auto 95.56 % 6.46 % 3.61 % 1.12 % 1.14 % 0.41 %
index2 manual 94.52 % 7.08 % 3.99 % 0.21 % 1.29 % -

auto 94.52 % 6.85 % 3.78 % 0.54 % 1.19 % 0.84 %

Table 4: Recognition result comparison, according to the oversegmentation resolution problem (manual or automatic).



The various classes correspond to the size of the char-
acter in the frame, as explained in [2]. The first one is a
centered character who has sufficient size to be the most
important visual interest in the frame whereas the third one
corresponds to background characters. The automatic fu-
sion results do not take into account “NA”. We notice that
the results obtained with an automatic fusion are as good as
the manuals (even better in some cases).

5 Conclusions and directions of fur-
ther research

We proposed in this paper a framework for automatic fu-
sion of audio and video indexes. We showed that speech
and visual features can be automatically associated using
a common index scheme. If both audio and video indexes
are correctly segmented, i.e. without oversegmentation, this
automatic association yields good results as shown in the
experiment section. This association can be used as a pre-
processing step for existing applications, as [7, 8]. In order
to deal with oversegmentation, we proposed an approach
which uses one index to improve the segmentation of the
other. For example, we showed that using a correctly seg-
mented audio index, it is possible to improve an overseg-
mented video index.

For further research, we first plan to analyze the real case
where both audio and video indexes are oversegmented.
At the moment, we did not have an automatic application
of speaker segmentation, that is why we could not try to
merge two oversegmented indexes. Moreover, we also plan
to work on different kinds of audiovisual contents, for ex-
ample some TV broadcasts that contain a voice over. In
this case, it would be very interesting to study how to take
a character who never appears in any frame into considera-
tion. Finally, we think that audio/video fusion can be a step
to automatically determine the function of the characters in
a TV broadcast, for instance to automatically determine in a
TV game or in a TV talk show who is the presenter or who
are the guests.
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