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Abstract

This paper does not propose a new technique for face
representation or classification. Instead the work described
here investigates the evolution of an automatic system
which, based on a currently common framework, and start-
ing from an empty memory, modifies its classifiers accord-
ing to experience. In the experiments we reproduce up to
a certain extent the process of successive meetings. The
results achieved, even when the number of different indi-
viduals is still reduced compared to off-line classifiers, are
promising.

1 Introduction

Nowadays face analysis is a main topic of interest for
computer scientists and psychologists. On the one side, dif-
ferent automatic facial analysis systems have been devel-
oped in recent years, particularly applied to face recogni-
tion. Most of them were designed for still images, or di-
rectly adapted to video streams [21], despite recent devel-
opments in face detection techniques.

On the other side, most face recognition theories con-
sider that face processing improves linearly with age reach-
ing a plateau of high performance in young adults [18].
Therefore, starting with the attraction of faces for newborns
[24], an adult is able to process faces reliably after being
exposed to thousands of facial stimuli.

That said, automatic face processing systems have rarely
considered online learning, which occurs in humans, dur-
ing system life based on its experience. Indeed they typ-
ically compute a classifier off-line that is later analyzed
with different test sets, assuming that the performance can
be extended to the whole face domain. For example, a
known corpus used to evaluate recognition techniques is the
FERET database [22] and more recently the Face Recogni-
tion Vendor Test or the Face Recognition Grand Challenge
[21]. This database offers a large enough problem in terms
of individuals and samples, but the video context is not con-

sidered. Verification approaches make use of the BANCA
protocol [3] which tackles the video problem for 208 indi-
viduals. Therefore, hundreds of approaches [9, 26, 33] have
been described and compared in restricted environments,
but they are still not comparable to human performance in
daily situations [1].

In this paper we focus on the idea of developing a system
which evolves online based on its perceptual experience, i.
e. its meetings or encounters with people. Making use of
available tools for face detection, representation and classi-
fication, we reproduce up to a certain extent the process of
successive meetings, typical in humans.

Section 2 describes some recent work about this topic.
Section 3 presents the system adopted for face processing.
Experimental results are analyzed in Section 4 comparing
different online learned classifiers with classifiers computed
off-line. Some conclusions are summarized in Section 5.

2 Previous Work on Face Processing

The literature referred to face processing in humans
presents different models. A recent idea described in [10],
suggests a dual route model for face recognition, instead
of the previous sequential or hierarchical models presented
by other authors. On the basis of observations performed
on prosopagnosic patients, which could not be explained
by previous models, the authors have concluded that the
process of face recognition is divided in two different
processes located in different human brain areas. On one
side, face detection, which would be a face-specific process.
On the other, face identification, which would share part of
the object recognition system.

This model would mean that some tasks related to fa-
cial analysis are performed after detection, but others not.
Therefore, the face detection process has no sensitivity to
face identity or any semantic aspect. Detection is fast, while
identification depends on extensive exposure/learning from
infancy through childhood.

Most current face recognition implementations are de-
signed to work with a single high resolution image of a per-



son [21]. These systems are trying to recognize faces which
are not familiar enough. Observing humans, we have an im-
pressive ability to recognize familiar faces at low resolution
[6], but we are not so reliable for this task with unfamiliar
faces. This fact has been evidenced in experiments where
the photo ID was not enough to avoid fraud with high levels
of performance [14, 23, 5]. Thus, why are we developing
automatic systems to recognize unfamiliar faces? Indeed,
different experiments suggest that an object model requires
a collection of images [31] or their combination [5], which
are collected by humans along their life.

Different automatic systems provide nowadays visual in-
formation extracted from the face. In our context, a sys-
tem performing live will have to manage video streams,
and typical face processing approaches are inappropriate
for the video stream context, as stated by different authors
[16, 19, 27]. Video stream analysis presents a major dif-
ference in relation to still image processing: Individuals
present variations along the image stream. The interac-
tion with different individuals will provide the system with
the source to build any particular model. Focusing on face
analysis, it is not reliable to use all the images present in a
video stream to represent a specific facial class. It is obvi-
ous that there is redundancy in them, and their use would
produce massive computational and storage costs [2, 32].
Therefore the representation and/or classification of indi-
viduals should be evaluated in time rather than using an
one-shot methodology.

The extraction of exemplars, to reduce redundancy is
considered in [16]. That system selects the exemplars from
a single gallery video of each individual. However, no fur-
ther tuning is performed later during classification of new
videos. That approach had the novelty of integrating tem-
poral information in the classifier output but did not alter
the classifier by means of system experience.

The automatic selection of important patterns or
keyframes, in authors language, is also considered in
[32]. In that work, a tracking failure indicated that a new
keyframe should be added to the representational database
represented by a set of local features. Later, each new
keyframe found during interaction would be compared with
those already contained in an individual description and
added if needed. This action required robust recognition.

In [2] the authors implemented in a humanoid robot the
ability to learn to recognize the people it interacts with. As
a novelty, the system was launched with an empty database,
exactly the problem that we tackle, and developed a com-
pletely unsupervised face recognition system. The system
used the standard eigenface method [28], distinguishing two
stages: 1) an initial stage where the system must be able
to cluster its visual stimuli, and 2) online training, which
based the recognition of unknown individuals on a simple
distance measure with already stored ones. The detection of

an unknown individual allowed the system to create a new
identity cluster. In a reduced set of 9 individuals, the system
was unable to learn 5 of them using the unsupervised mech-
anism. The authors affirm that this fact is due to the known
performances degradations of the eigenface approach for fa-
cial expressions, facial alignment and scale.

The authors of another system [11], made use of Mod-
ified Probabilistic Neural Networks being able to identify
not only known, but also unknown subjects. Once the sys-
tem detected an unknown subject, a fixed number of images
in the buffer were selected to create new links in the Neural
Network. These images were selected according to the dif-
ference with the average face computed during the interac-
tion. Once a new model is learned, it will not be updated
later. Some experiments were performed with a reduced
number of subjects.

In all these approaches the authors pointed out the ab-
sence of a large database of sequences in order to perform
extensive experiments for this purpose.

Summarizing, the approaches which tackle the face
processing problem in video streams have been rarely de-
signed for that context. As described above, just a few have
focused on the automatic exemplar selection problem, but
with the exception of the preliminary experiments described
in [2], no face processing classifier is modified during sys-
tem performance based on its perception.

3. System Setup

Everything will be done automatically by the system
with already existing approaches: 1) face detection, 2) ex-
emplar extraction, 3) face representation and 4) face learn-
ing. The following sections describe the approaches con-
sidered.

As seen in Figure 1, the face detection module provides
face detection data, which are filtered by means of exem-
plar selection. These selected exemplars are used to suggest
a classification for the meeting. Incorrectly classified ex-
emplars are taken by the system to recompute the classifier
online. Using this system architecture, the face classifica-
tion module is modified online while the face detection and
representation modules are fixed.

Similarly to [2], we distinguish two different epochs dur-
ing system learning, but we tackle only the first one in the
experiments presented below. First, we consider that at the
initial stage, during the system infancy, the system must
be necessarily supervised by a human expert. The sys-
tem is able to detect faces but it is still not able to clas-
sify them reliably. Humans first recognize the face class,
with the different considerations about the way this knowl-
edge is achieved [4]. Later, we are guided or helped by
our parents or other modalities (voice, context [25], etc.)
to learn to distinguish different subclasses within face class



[10]: mom, dad, male/female, young/mature/old, famil-
iar/unfamiliar, etc. This process requires an evolution till
different robust classifiers are learned [18].

On the second epoch, once the system confidence is good
enough, it will be able to autonomously select the misclas-
sified patterns to be used to update the classifier.

Figure 1. Graphical overview of the system.

3.1. Automatic Face Detection

The real-time face detector, see [7] for more details,
combines different techniques providing robust perfor-
mance in different conditions and environments. An ini-
tial detection is obtained by means of a window shift de-
tector. Later, temporal coherence is used and each face is
parameterized in terms of not only its position and size, but
also its average color. Additionally, the skin color blob pro-
vides valuable information to detect eye positions for frontal
faces.

In summary, each face detected in a frame
can be characterized by different features xi =
〈pos, size, color, eyespos, eyespattern, facepattern〉.
These features direct different cues in the next frames
which are applied opportunistically, in an order based on
computational cost and reliability:

• Eye tracking: A fast tracking algorithm [13] is applied

in an area that surrounds previously detected eyes, if
available.

• Face detector: The Viola-Jones face detector [30] is
applied in an area that covers the previous detection.

• Local context face detector: If previous techniques
fail, it is applied in an area that includes the previous
detection [17].

• Skin color: Skin color is searched in the window that
contains the previous detection, and the new sizes and
positions are coherently checked.

• Face tracking: If everything else fails, the prerecorded
face pattern is searched in an area that covers previous
detection [13].

If the eyes are detected, the face is normalized to a 59 ×
65 size. In absence of detections, the process will be started
again using the Viola-Jones based detectors applied to the
whole image.

3.2 Exemplars selection

During an interactive session, IS, i.e. during the video
stream processing, the face detector gathers a set of detec-
tion threads, IS = {dt1, dt2, ..., dtn}. A detection thread
contains a set of continuous detections, i.e. detections
which take place in different frames. These consecutive de-
tections are related in terms of position, size and pattern
matching techniques. Thus, for each detection thread, the
face detector system provides a number of facial samples,
dtp = {x1, ..., xmp}.

The huge amount of data extracted during an interactive
session must be reduced in some way to avoid information
redundancy. From this collection of facial samples the ex-
emplars ep = {e1, ..., esp

} are extracted for each detection
thread, dtp.

The criterium to select an exemplar is based on tracking
failures, as they show an evidence of substantial change in
face appearance, which forces the tracker to lose the tar-
get. Under this circumstance, the system needs to use an-
other cue to detect again first the face and later the eyes
as explained above, or the detection thread will be con-
sidered lost. Once the eyes are detected again, that face
is taken as a new exemplar. For each exemplar, its time
life or persistence until the next tracking failure is stored.
Therefore, an exemplar is described by the normalized de-
tected face, xj , its persistence, pej , and time-stamp, tj , i.e.
ej = 〈xj , pej , tj〉.

Given an interactive session, IS, for any old enough de-
tection thread (older than 20 frames) any facial classifier
being considered by the system can compute the a posteri-
ori probability for a class, Ck. This is done by weighting



the binary classification for each exemplar according to its
relative persistence. This is expressed as:

P (Ck|dtp) =

∑sp

j=1 P (Ck|ej) ∗ pej∑sp

n=1 pen

(1)

This value can be computed for the exemplars extracted
during the interactive session, or only for those which have
been selected within a recent Window Of Attention (WOA).

3.3 Learning by Incorrectly Classified
Patterns

As mentioned above, the initial stage of supervision is
controlled by an expert. Therefore, the expert can correct
the system after it has suggested a class for a detection
thread. Any incorrectly labelled exemplar will be used to
update and correct the classifier. Once the system is reliable,
second epoch, it will request supervision only for doubtful
situations.

Thus, if the system was corrected, and the correct
class was Cc, all the incorrectly labelled exemplars, i. e.
P (Cc|ej) = 0, will be added to the training set. If the su-
pervisor confirmed the class suggested by the system, Ck,
similarly incorrectly assigned exemplars, P (Ck|ej) = 0,
will be added to the training set.

The result is that the samples added to the system during
learning are given by incorrect classification during system
life. A new interactive session with individuals of the same
class (identity, gender, ...) will add exemplars to the training
set if they were incorrectly classified. Therefore, the classi-
fier evolves according to its perceptual experience, i. e. it is
not previously fixed.

3.4 Representation-Classification Space

As we are tackling a face classification problem, we se-
lect first, similarly to [16], a well known face representa-
tion space in advance: the PCA space due to its economical
advantages [15]. On this representation space, a Support
Vector Machines (SVM) classifier [29] is trained using the
training set for each considered problem. This combination
PCA+SV M has been chosen for being well known by the
community and for the good performance results achieved.

4 Experiments and Results

We have considered two different face classification
problems to solve: 1) gender classification, and 2) identity
recognition. The problems have a different nature in the
sense that for gender recognition the number of classes is
known a priori, while it is not bounded for identity recogni-
tion. Indeed, for identity recognition it would also be desir-
able to have a system able to detect a new identity.

Training set size Test set size Pattern
Descriptor Female Male Female Male Size

Gender 1223 1523 835 2246 59× 65

Table 1. Training and test sets.

4.1 Datasets

4.1.1 Static images.

This dataset contains 6000 face images taken randomly
from Internet and selected samples from facial databases
such as BIOID [12]. They have been annotated by hand to
get their eye positions and labelled according to their gen-
der. These images have been normalized according to eye
positions obtaining 59 × 65 samples.

The first use of this dataset was to compute the PCA
space employed for face representation using part of the
dataset (4000 images, approximately 2000 male and 2000
female). The computation needed 12 hours in a PIV
2.2 Ghz, therefore its modification is still not affordable
for real-time applications unless incremental PCA is used.
Therefore, the PCA space used for projection is fixed and
computed off-line. The second use of the dataset was to
create an off-line classifier for gender recognition, and the
corresponding test set, according to Table 1.

4.1.2 Video streams.

Our aim is to produce successive meetings with different in-
dividuals. The search of video streams for that purpose is
not an easy task. Most face databases contain still images
but not video streams. Video streams facial databases are
quite homogeneous and contain a reduced number of indi-
viduals. For that reason we have built up a database making
use of broadcast television, but also friends and volunteers
recorded with different webcams and cameras without con-
trolled conditions. The database contains around 900 dif-
ferent video streams (320 by 240 pixels). The sequences
correspond to approximately 725 individuals, i.e. some in-
dividuals were recorded more than once. Unfortunately we
do not have permission of most of them to share the data-
base.

4.2 Experiments related to Gender Clas-
sification

Gender classification is a problem which has been re-
cently studied with good performance using off-line com-
puted classifiers [20]. That said, before proceeding with the
learning experiments, we decided to check the number of
eigenfaces needed for reliable classification for this problem



Figure 2. Average of accumulative success-
ful rate evolution for the test set described in
Table 1. The final performance is around 75%.

using an off-line computed classifier. Table 1 summarizes
the composition of the test and training sets used.

The optimal value of eigenfeatures to be used in our con-
figuration has been studied in [8]. Using the training set
described in Table 1 around 40 components are required to
perfectly classify that training set. For the test set, referred
in Table 1, the classification performance with 70 compo-
nents the rate is 80% and with 140 is hardly better than
83%. Therefore we decided to use the first 70 eigenfeatures
for our learning experiments.

During the experiments, the system had 900 different
meetings (500 with males and 400 with females) which cor-
respond to approximately 730 individuals. The experiments
were launched 10 times using a random order for each meet-
ing agenda.

During a meeting, every exemplar selected is trans-
formed to the face representation space described above and
classified with the current SVM based classifier. Notice that
the training set is initially empty and therefore the classifier
is first computed when there is at least one sample per class.

Figure 2 presents the accumulative performance results
during the classifier evolution. The test set described in Ta-
ble 1 is used to compute that rate. The final average per-
formance after 10 random trials is 75% as described above.
Compared with the classifier trained with the training set
described in Table 1, the performance is five points lower.
Different features must be noticed in the learned classifier:

• The number of individuals met is approximately one
fourth (730/2748).

• The average number of samples contained in the train-
ing set is three times lower (700/2748) (see bottom
graph in Figure 2).

• The eyes were located automatically and not manually
(as done for the off-line classifier).

• Not all the individuals have any sample in the training
set.

• The final number of male and female samples ex-
tracted for the training set is similar.

• The exemplars added to the training set are completely
independent from the samples used to compute the
PCA space (This is not so for for the off-line classi-
fier).

Figure 2 indicates an improvement tendency which is
smoothed after 400 meetings. However the number of sam-
ples being added to the training set keeps growing almost
linearly. It seems that the learning framework requires more
meetings to show if it can reach a performance similar to the
off-line classifier.

In order to test with a larger test set, we analyzed the per-
formance using the whole dataset of static images, which
are completely independent (different source and individu-
als) from the video streams. The results reported in Figure
3 indicate a performance lower than in Figure 2, but it must
be noticed that the number of images in the test set doubled
the original.

4.3 Experiments related to Identity
Recognition

With respect to face identification, there are two differ-
ent problems that share similar techniques. The first one is
associated to recognition from a database without a priori
knowledge of the person’s identity. The second problem is
related to verification or authentication of an identity given
by a subject.

The first problem is tackled by means of a single n-class
classifier that assigns a label to any new image analyzed
by the system. The classifier is learned from a training set
which contains samples of those n individuals. If a face
image of an individual not contained in the training set is
processed, the system is not able to observe that circum-
stance, it will provide in any case one of those n labels. For
the second problem, the literature offers the verification ap-
proach to confirm a given identity. Given n identities, the
verification system needs n binary classifiers, i.e. a rejec-
tion class for each individual, in order to accept or reject the
label provided by the user for the face image. These sys-
tems are mainly focused on confirming the label provided,



Figure 3. Average of performance evolution
using as test set the fusion of training and
test set described in Table 1. The final perfor-
mance is around 71.7%. Notice that the test
set is completely independent from the video
streams data.

but do not guess if the individual’s identity is not contained
in the database.

To overcome the drawbacks of both systems, and to
model the rejection class with available data, we decided
to apply both approaches in cascade. The identity classi-
fier has the drawback of not being able to verify if the user
is contained in the training set. That can be achieved by a
verification stage if a label is provided. Thus, the label pro-
vided by the identity classifier is used for the verification
stage. This approach forces the system to have a classifier
for n classes for the first stage. Also n binary classifiers
for verification are necessary; one of them is used for each
processed face image.

For this experiment we selected only those identities for
which more than one sequence was available. Therefore
300 sequences were employed.

For each meeting some exemplars are extracted and used
first to suggest a classification based on the n-class classi-
fier, and then verified using the binary classified of the class
selected in the first stage. Incorrectly classified exemplars
are added to each particular training set and used to retrain
the classifiers.

Figure 4 shows the results achieved along the system
evolution. These results have been averaged after 5 ran-
domly ordered runs. For a specific meeting, the False Ac-
ceptance Rate (FAR) indicates the ratio, up to that moment,
of the total number of meetings corresponding to unknown

Figure 4. Results achieved for meetings with
unknown individuals (FAR), 77% of the total
number of meetings, and for already known
individuals (FRR), 20% of the total number of
meetings, along the system evolution. The
final combined performance is successful for
approximately the 80% of the meetings.

individuals which have been falsely accepted as known in-
dividuals. At the beginning the system seems not to have
enough samples to model the unknown class. For that rea-
son the error decreases notoriously until approximately 70
meetings, moment in which the error is lower than 20%. It
must be noticed that for this particular experiments where
each individual has at least two meetings, the likelihood of
meeting new individuals is decreasing and therefore no im-
provement is possible after a certain point, as no new indi-
viduals are met.

On the other side, the False Rejection Rate (FRR) repre-
sents the ratio which corresponds to an already met identity
which was falsely considered as unknown. These results
are not good enough, approximately 77% of the identities
are (incorrectly) not recognized, but it seems to have an
improvement tendency. Observing in more detail the evo-
lution for the individuals which had more encounters, see
Figure 5, the improvement seems to be better than the av-
erage. These graphs indicate the accumulative performance
for an identity, and show the evolution presented by the sys-
tem as it is exposed repeatedly to an identity. Remember
that these meetings are randomly held among those of other
identities, and that an improvement for an identity is more
valuable because the number of classes are also increasing
with time. It is observed a clear tendency of improvement
for two of the identities, while identities 1 and 60 have a
more irregular behavior. It seems that they are not prop-
erly modelled, i. e. more meetings are needed to model



them. Observing the sequences, it is clear that they were
recorded in particularly different conditions while the other
two identities correspond to sequences extracted in different
days, but keeping the illumination conditions constant (they
correspond to news moderators).

Figure 5. Accumulative FRR evolution for
identities with more than seven meetings.

We also performed an experiment following the ap-
proach described in [5], where the exemplars average is
used instead of them. The results presented in Figure 6
seems not to be coherent with those achieved in [5]. How-
ever it must be remembered that the authors in that paper
aligned the face manually and not automatically, and there-
fore the average that we are using here could be misaligned,
and therefore noisy for a reduced number of meetings.

These results are preliminary because the number of
meetings is still reduced, but for most seen identities FRR
improves and/or become stable, always better than the av-
erage shown in Figure 4. Thus, they suggest that succes-
sive meetings with an identity serve to improve the identity
model.

5 Conclusions

Automatic face processing literature is vast in the still
images context. However, the development in recent years
of face detection approaches provides less restricted data
to study the real problem of face processing. In this work
our aim was to study the evolution of a system which is
previously able to detect faces and to project them into a
certain representation space.

We have presented a system which automatically detects
faces in video streams, select some exemplars in real-time,

Figure 6. Results achieved for meetings with
unknown individuals (FAR), 86% of the total
number of meetings, and for already known
individuals (FRR), 14% of the total number of
meetings, along the system evolution. The
final combined performance is successful for
approximately the 80% of the meetings.

and use them to suggest a label for gender and identity clas-
sification. Collaborating with an expert for those tasks, a
human, the system evolves from an empty memory build-
ing training sets for each problem based on its experience.
Incorrectly classified exemplars are used to iteratively tune
the system classifiers.

The performance evolution for gender and identity clas-
sification is of different nature. For gender we have com-
pared the system with an off-line precomputed classifier
achieving a not so lower performance with less face expo-
sure. For identity the system seems to start to be able to
distinguish unknown subjects, but it seems to require more
meetings with individuals to get a better recognition perfor-
mance, i.e. to make them familiar.

That said, we are optimistic about the future evolution of
the system, but much more experience seems to be neces-
sary to reach a final conclusion about the idea of creating a
facial classifier which is tuned live. Therefore, future work
will focus on gathering a larger video streams database with
the aim to confirm that hypothesis in order to shift to the
second epoch. As for incremental learning, currently the
classifier retraining does not fit real-time restrictions for the
largest numbers of meetings that we have managed. Indeed
the gender classifier retraining requires 2 seconds and the
identity classifiers take 600 msecs.
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